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Abstract  

Methodological knowledge on surveying young adolescents is scarce and researchers often 

rely on theories and methodological studies based on adult respondents. However, young 

adolescents are in the process of developing their cognitive, psychological, emotional and 

social skills, therefore present a unique set of considerations. Question characteristics 

including; question type and format, question difficulty, wording, ambiguity, the number of 

response options, and the inclusion of a neutral mid-point, play a pivotal role in the response 

quality of young adolescents. Failure to address these factors is likely to encourage young 

adolescents to use satisficing techniques. In this article, we provide a science based guide 

for developing surveys for use with adolescents aged 11 to 16 years. The guide considers 

the characteristics and developmental stages of adolescents as survey responders and 

incorporates advice on appropriate question characteristics, survey layout and question 

sequence, approaches to pre-testing surveys and mode of survey administration. The guide 

provides recommendations for developmentally appropriate survey design to improve 

response quality in survey research with young adolescents. 

 

 

 

 

 

 

 

 

 



 

3 
 

Introduction 

Social science researchers increasingly survey young adolescents (Borgers et al. 2000; 

Borgers et al. 2004; Scott 1997). However, methodological knowledge on how to survey 

young adolescents is scarce, and much advice is derived from methodological studies on 

adults and theories based on adult respondents (Arthur et al. 2017; Borgers et al. 2000; 

Borgers et al. 2004). Procedures to enhance response quality and improve data collection 

methods in adult populations are well documented (Borgers et al. 2000; Bryman 2012; De 

Vaus 2014; Moser and Kalton 1985; Robson 2011). However, they may not be appropriate 

for young adolescents due to differences in characteristics of this population and adult 

populations (Borgers et al. 2000; Borgers et al. 2003; Borgers et al. 2004; de Leeuw 2011; 

Vaillancourt 1973). As a transitional period between childhood and adulthood, adolescence 

involves rapid developmental changes in physical, cognitive, social, and emotional 

development (Leshem 2016). There are significant developmental differences between 

adolescents and other age groups, which need to be taken into account in survey research 

with adolescents (Borgers et al. 2000). Compared to children and adults, adolescents tend to 

be good at seeking out new experiences, meeting new people, recognizing social and 

emotional information, and confronting various challenges (Leshem 2016). Cognitive abilities 

increase with age during adolescence, which accelerates the acquisition of knowledge and 

learning of cognitive and emotional skills (Reyna and Rivers 2008). However, normative 

development of adolescents is also characterized by sensitivity to reward, emotionality, 

increased risk-taking, lower self-management and impulsivity, with a tendency to act in the 

spur of the moment and to make rash choices regardless of the consequences (Leshem 

2016; Scott and Steinberg 2008). These psychosocial and emotional factors contribute to 

immature judgment and decision making skills in adolescence (Scott and Steinberg 2008).  

Logical decision making ability increases with age, stabilizing around age 21 (Cauffman and 

Steinberg 2000; Partridge 2010).  The differences in adolescents and adult characteristics 

described above have profound implications for survey research with adolescents and 
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should be carefully considered in developing surveys for use with this population. Question 

wording, structure and length of surveys are important factors for data quality as is the 

developmental phase of adolescents (de Leeuw 2011).  

There are further developmental differences between adolescents and other age groups. 

During middle childhood the structure of self-concept changes, and in late middle childhood 

(10 to 12 years) children start comparing themselves with others (de Leeuw 2011). During 

early adolescence peer relationships take on a heightened importance, increasing the 

likelihood of adolescents changing their decisions or behavior in response to group norms 

and peer pressure (de Leeuw 2011; Leshem 2016; Somerville 2013). When developing 

surveys for adolescents, extreme care should be paid to group norms and peer pressure to 

obtain better data quality (de Leeuw 2011).   

An increasing body of empirical evidence suggests that respondent and question 

characteristics affect the reliability of survey responses (Borgers et al. 2000; Borgers and 

Hox 2000; Borgers et al. 2003; 2004; Fuchs 2005; Greig et al. 2013; Menold et al. 2014). 

Krosnick’s satisficing theory (1991) explains the interaction effect between respondent and 

question characteristics, which offers an explanation for differences in reliability of responses 

between respondents, and for the effects of question characteristics. The satisficing theory 

was developed based on a standard question answering process-model, originally 

developed by Tourangeau (Tourangeau et al. 2000). Tourangeau believed that in order to 

optimally answer survey questions, respondents should move through four stages of 

cognitive processing:  comprehension, recall, judgement and response. Satisficing means 

that a respondent gives superficial responses that appear reasonable or acceptable, without 

going through all the stages involved in the question answering process. According to the 

satisficing theory, there is a strong relationship between the respondents’ cognitive ability 

and the reliability of responses. It assumes that less cognitively sophisticated respondents 

are more sensitive to cognitively demanding questions, and this can have a negative effect 

on the reliability of responses (Krosnick 1991; Krosnick and Presser 2010). General 
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determinants of satisficing include the motivation of the respondent, the difficulties of the 

task, and the cognitive abilities of the respondent (Borgers et al. 2003; Krosnick 1991). 

Respondents with lower cognitive ability simply provide a satisficing answer (e.g. responding 

don’t know, giving superficial responses or randomly choosing a response), when optimally 

answering a survey question requires substantial cognitive effort (Krosnick 1991; Krosnick 

and Presser 2010). Applying the satisficing theory to children or adolescent populations is of 

special interest of survey researchers, because growing up and aging involve changes in 

cognitive functioning, and cognitive ability is a central respondent characteristic that affects 

the reliability of responses (Borgers et al. 2003; 2004). 

 

Designing a suitable survey that targets young adolescents requires a balance between their 

characteristics (such as age), developmental stages and question characteristics (Alwin 

2007; Borgers et al. 2003; 2004; Krosnick 1991). Data quality in survey research with 

adolescents depends highly on the age and cognitive development of the adolescents 

(Mavletova and Lynn, 2017).  Gender and age are often used as proxy variables for 

cognitive development (Borgers et al. 2000). Borgers et al. (2000) found that both gender 

and age had an influence on the reliability of responses in survey research with children and 

adolescents. Young children (7 to 10 years), who are beginning their education, produce 

less reliable and consistent responses on surveys. Children of this age tend to please the 

researcher or teacher, which may result in more superficial answers and socially desirable 

responses (de Leeuw 2011). At ages 11 to 12 years, the reliability and consistency of 

responses increases, stabilizing around 14 to15 years. Adolescents aged 11 and older have 

most skills needed to answer nearly every type of question and complete surveys with 

minimal errors related to developmental concerns (Arthur et al. 2017). In general, girls 

produce slightly more reliable responses and better quality data than boys, irrespective of 

age (Borgers et al. 2000; Mavletova and Lynn 2017). 
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The developmental capacity to respond to questions impacts response quality. Therefore, 

the stages of cognitive development should be considered when developing a survey for 

adolescents (Borgers et al. 2000). The most widely-known and accepted theory of cognitive 

development is Piaget’s stage theory, which suggests that children move through four 

different stages of mental development, Sensorimotor (birth to age 2), pre-operational (2 to 7 

years), concrete operational (7 to 11 years), and formal operational (≥11 years) (Feldman 

2004; Piaget 1929). The timing of the stages have received some criticism as they tend to 

overlap and the transitions from one stage to another are not as clear as assumed (Borgers 

et al. 2000; Borgers et al. 2004). However, Piaget’s (1929) theory can provide survey 

researchers with information about the basic levels and directions of cognitive development. 

In combination with the question answering model, and the satisficing theory, it can give 

researchers an understanding of how children and adolescents differ from adults, and 

explain why they have more difficulties with cognitive demanding survey questions than 

adults (Borgers et al. 2004; Scott 1997). The developmental stage of young adolescents 

aged 11 to 16 is labelled as formal operational (Piaget 1929; Turner 1975). At the formal 

operational stage, cognitive functioning and social skills are quite well developed and 

abstract thought emerges. However, adolescents at this age are very context sensitive, 

literal, and liable to lose their motivation and get easily bored (Borgers et al. 2000; Scott 

1997). Failure to consider these factors when developing survey questions for adolescents is 

likely to increase the likelihood of young adolescents using satisficing techniques and not go 

through all the stages of the question answering model (Borgers et al. 2000; Borgers et al. 

2004; Krosnick 1991). Consequently, question characteristics play a pivotal role in the 

response quality (de Leeuw et al. 2004; Greig et al. 2013; Smith and Platt 2013; Vaillancourt 

1973). Question characteristics that should be carefully considered when designing survey 

questions for adolescents include question type and format, question difficulty, wording, 

ambiguity, the number of response options, and whether to include a neutral mid-point on 

rating scales.  
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The aim of this article is to summarize a wide range of literature in the area of survey 

development, and apply the theoretical background discussed above, to present an inclusive 

survey development guide for use with adolescents aged 11 to 16 years. The guide can be 

applied to various survey measures including knowledge, attitudes, emotion, cognition, 

intention and behavior. The intention is to provide information to researchers who may 

undertake research requiring such an approach. The guide incorporates important 

considerations including selecting suitable question types, determining wording and length of 

questions, selecting appropriate question formats, deciding on appropriate number of points 

on rating scales, labelling of rating scale response categories, and the use of negative or 

positive wording. Additionally, the guide provides advice on survey layout and question 

sequence, approaches to pre-testing surveys and mode of survey administration. Key 

considerations for survey development in young adolescents are summarized in Table One. 

It must be acknowledged that although key considerations for survey development for use 

with adolescents aged 11 to 16 years are included within the article, more topics (e.g. 

analyzing, interpreting survey responses, behavior coding and order of response categories) 

could have been covered.  

 

Type of questions (open versus closed questions) 

Type and format of questions in a survey affect the quality of data collected, therefore this 

needs to be considered in the early stages of survey development (DeVellis 2016; Krosnick 

and Presser 2010). Firstly, when designing a survey a decision needs to be made whether to 

use open or closed questions. Close-ended questions limit the respondent to a set of fixed 

responses (Rea and Parker 2005; Reja et al. 2003). Conversely, open questions allow the 

respondent to express their opinion freely, adding richness to survey results and often 

providing more reliable and valid measurement than closed items (Krosnick and Presser 

2010). Nevertheless, the satisfactory completion of open-ended questions requires a greater 
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degree of cognitive ability and communicative skills compared to close-ended questions, 

impacting the reliability of responses (Bradburn et al. 2004; Rea and Parker 2005; Rossi et 

al. 2013; Seale 2004). In addition, the probability of ‘don’t know’ answers, and item non-

response, is higher in open-ended questions compared to closed questions (Dillman et al. 

2014; Krosnick and Presser 2010; Ogan et al. 2013; Reja et al. 2003; Rossi et al. 2013). 

This can be even more problematic with young adolescents as the increased difficulty of 

completing open-ended questions can easily encourage this population to apply satisficing 

techniques (Borgers and Hox 2000; de Leeuw 2011). Moreover, analyzing and coding 

answers to open-ended questions can involve an extensive amount of time and money, 

increasing the burden on researchers (Rea and Parker 2005; Reja et al. 2003). 

 

In adult populations, the practical disadvantages of open-ended questions stated above, do 

not apply to the measurement of numeric quantities, for example money spent for goods or 

number of doctor visits (Krosnick and Presser 2010). However, this is not the case when 

surveying young adolescents, due to the difficulties they face retrieving information from 

memory without any prompts available (Borgers et al. 2000; Smith and Platt 2013). Smith 

and Platt (2013) employed an experimental design to compare close-ended and open-ended 

response categories for questions on frequency and quantities with a large-scale sample of 

adolescents aged 11-16 (n = 2,739). They concluded that better quality data is provided by 

close-ended questions rather than open-ended response options. Research has identified 

that this is also the case when measuring categorical judgement (such as the ‘most 

important problem’), and testing factual knowledge (Bradburn et al. 2004; Rea and Parker 

2005). Therefore, applying close-ended questions is preferable to the use of open-ended 

questions for young adolescents. This will minimize task difficulty and maximize adolescents’ 

motivation to participate, thus reducing the likelihood of applying satisficing techniques 

(Arthur et al. 2017; De Vaus 2014; Krosnick and Presser 2010; Smith and Platt 2013). Open-
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ended questions should be used sparingly and only when absolutely necessary (Rea and 

Parker 2005). 

 

Due to the self-administrating nature of surveys, probing to expand on any response is not 

possible; this may be particularly problematic for open-ended questions (Reja et al. 2003). 

When attempting to gather in-depth rich information from open ended questions, young 

adolescents may use satisficing techniques, or not respond due to the increased cognitive 

burden, especially because no prompts or probing are available (Smith and Platt 2013). If 

survey researchers require more qualitative information, utilizing surveys in combination with 

other methods in which probing or prompting is possible, such as focus groups and 

interviews, are recommended (Kitzinger 1995; Morgan 1996; Robson 2011).  

 

Question wording and length 

Adolescents are still developing their decisional and thinking skills. Therefore, to ease the 

question answering process in this population and produce better quality data, questions for 

young adolescents should be written in a clear and understandable way (e.g. using simple 

words and avoiding double barreled items) to avoid any ambiguity (de Leeuw 2011; Bell 

2007; DeVellis 2016; Dillman et al. 2014; Kelley et al. 2003; Robson 2011). Survey 

questions should be kept as simple and as concrete as possible (de Leeuw 2011).  They 

should also be short (less than 20 words in length), as long questions cause a lack of 

motivation and difficulties in concentration which will result in poorer data quality (Arthur et 

al. 2017; Borgers et al. 2000; Borgers and Hox 2000; Boynton and Greenhalgh 2004; De 

Vaus 2014). In addition, the overall length of a survey should be short, as long surveys 

increase the burden on participants which leads to increased reluctance to participate and 

higher non-response rates (De Vaus 2014; Rea and Parker 2005). In general, it has been 

shown that when survey length is short (≤ 10 to 20 minutes) response rates will be higher 

(Deutskens et al. 2004; Galesic and Bosnjak 2009; Marcus et al. 2007). When surveying 
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young adolescents, it is recommended that the length of survey should be even shorter (for 

example, ≤ 10 minutes) to enhance response rates, and the willingness to complete the 

survey (Borgers and Hox 2000; 2001). 

 

Question wording and length can affect the readability of a survey (Lenzner 2014) and it is 

recognized that survey respondents may not comprehend items with readability scores that 

exceed their reading ability (Calderón et al. 2006). Questions with a high readability index 

(easy to read) improve the reliability of responses in survey research with children and 

young adolescents (Borgers and Hox 2000; 2001). Therefore, a readability formula should 

be utilized to ensure that the survey questions are appropriate for the reading level of young 

adolescents (DuBay 2007). Some well-known readability formulas that can be used are 

SMOG (simplified measure of gobbledygook) test of readability (McLaughlin 1969), the 

Flesch Reading Ease test and the Flesch-Kincaid Grade (Flesch 1948; 1962; Kincaid et al. 

1975). The latter readability test can be easily run in various versions of Microsoft Word. de 

Leeuw (2011) also recommends the Flesch-Kincaid readability formula for general screening 

purposes in children and adolescent populations. 

 

Format of questions 

The most common close-ended format questions used in surveys include dichotomous 

questions, multiple choice questions, and rating scales (Bradburn et al. 2004; DeVellis 

2016). Dichotomous questions (e.g. true/false and agree/disagree) are extremely easy to 

answer, placing minimal burden on the participant (DeVellis 2016). This format may suit the 

lower cognitive processes of children and young adolescents (Mellor and Moore 2014). 

However, a scale consisting of dichotomous questions has lower psychometric properties, 

compared to a scale with more options (Krosnick and Presser 2010). A major shortcoming of 

dichotomous questions is that each item can have only minimal variability, which means 

more items are needed to obtain the same degree of scale variance if the items are 
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dichotomous (DeVellis 2016). If measuring the intensity or extremity of a construct is 

desirable, dichotomous questions are unsuitable (Alwin 2007; Mitchell and Jolley 2013).   

 

Multiple choice questions (selecting the best possible answer out of specified options) can 

be answered relatively quickly, and are primary means of student assessment in educational 

settings (Lissitz and Hou 2012). However, it is believed that multiple choice questions allow 

for a high probability of guessing correctly which can cause lower response reliabilities, 

particularly in respondents with lower reading and cognitive ability (Cronbach 1988; 

Roediger and Marsh 2005). It is also acknowledged that young adolescents are exposed to 

multiple choice questions at school and this is associated with being tested (Lissitz and Hou 

2012; Roediger and Marsh 2005).  Therefore, young adolescents may find research surveys 

with multiple choice format questions less attractive, thus impacting their willingness and 

motivation to respond, and increasing the likelihood of applying satisficing techniques 

(Borgers et al. 2000; Krosnick 1991). Survey questions that resemble test items or school 

questions may result in more socially desirable responses in adolescents, especially the 

youngest age group (de Leeuw 2011). Multiple choice questions should be used sparingly in 

young adolescent populations. 

 

There are three common types of rating scales used in surveys: Likert (1932) scaling, 

semantic differential scales (Osgood et al. 1957), and Thurstone’s (1928) scales. Of these, 

Likert scales are the most universal rating scale format that can be easily understood by 

participants (DeVellis 2016). In adult and adolescent populations, Likert scales with three or 

more response options have been found to be more reliable than dichotomous scales (Alwin 

2007; Borgers et al. 2004; Krosnick and Presser 2010). Contrary to dichotomous scales, 

Likert scales provide a measure of intensity, extremity and direction (De Vaus 2014) that 

give respondents freedom to respond, thus yielding more information than dichotomous 

items (Mitchell and Jolley 2013). However, like any other closed format questions, Likert 
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scales may suffer from correct guessing, although the probability of successful guessing is 

less in Likert scales, compared to multiple choice formats (Bradburn et al. 2004). This 

suggests that Likert scale questions are a suitable choice for adolescents who are more 

likely to use satisficing techniques.  

 

Likert scales have been reported to be more interesting and reliable than other scales 

(Robson 2011; Seale 2004), The use of Likert scales when surveying adolescent is therefore 

recommended to enhance the motivation of respondents to participate, and reduce 

satisficing techniques (Borgers et al. 2000). Likert scales were originally designed to 

measure attitudes (Likert, 1932). They have also been successfully used in instruments 

measuring opinions, knowledge (Alm-Roijer et al. 2004; Michalos et al. 2011; Saffi et al. 

2013; Wallace 2009; Zanolin et al. 2007) and in many research projects with children and 

young adolescents (Harter 2012a; 2012b; McCabe and Ricciardelli 2003; Mellor and Moore 

2003; Moore and Mellor 2003). An optimal Likert scale response format should be based on 

words, as this format has been proved to be the easiest format for children and young 

adolescents compared to a format based on numbers (Mellor and Moore 2014).  

 

Number of points on Rating Scales and offering a neutral mid-point 

Careful consideration needs to be given to the number of response categories within a rating 

scale because this can have a large effect on data quality (Alwin 2007). In survey research 

with adult populations, an increase in the number of responses improves data quality (Alwin 

2007; Krosnick and Fabrigar 1997; Krosnick and Presser 2010; Lozano et al. 2008; Preston 

and Colman 2000). However, this phenomenon is inconsistent with young adolescents. Due 

to developmental differences in communication and reading skills, and poorer memory, too 

many response options can place a burden on young adolescents, encouraging them to 

apply a satisficing strategy (Borgers and Hox 2000). Borgers et al. (2004) systematically 

researched the effects of question characteristics in survey research with children and young 
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adolescents (8 to16 years) and identified that increasing the number of response options to 

around seven increased the reliability of responses within the scale. However, increasing the 

number of response options had a negative effect on the stability of responses over time. In 

addition, questions with a response scale that offered a neutral midpoint produced a bigger 

relative difference over time, especially in girls. Accordingly, it is optimal to offer 

approximately four response options with young adolescents as respondents.  

 

Researchers have also emphasized that questions offering neutral points will decrease 

response reliability and decrease measurement quality particularly in children and 

adolescents (Alwin 2007; Borgers et al. 2000; Borgers and Hox 2000; Krosnick and Fabrigar 

1997; Vaillancourt 1973). Furthermore, Mondak and Davis (2001) suggest that when 

measuring factual knowledge offering a neutral point like a ‘don’t know’ option will lower the 

validity of responses by masking substantive understanding. Neutral points like ‘don’t know’ 

discourage respondents to report their true knowledge or opinion (Borgers and Hox 2000; 

Ogan et al. 2013). Therefore, when developing surveys for adolescents the inclusion of 

neutral mid-points in survey questions should be avoided. 

 

Verbally labelling response categories 

Verbal labelling is using either words or short expressions (e.g. fully, mainly, always, never) 

to clarify response categories of rating scales (Rohrmann 2007). There is a consensus 

among researchers that verbally labelling response categories within rating scales can 

provide a better understanding of each category and clarify its meaning, resulting in lower 

response bias and more reliable responses (Alwin 2007; Krosnick and Fabrigar 1997; 

Menold et al. 2014; Moors et al. 2014; Rohrmann 2007). This can be particularly useful for 

young adolescents as their logical decision making skills are still developing and they are 

very literal in their interpretation of words (Borgers and Hox 2000; de Leeuw 2011). There 

are two types of verbal labelling: verbal labels for end categories only (END form), and 
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verbal labels for each of the categories (ALL form). The ‘ALL form’ labelling has been found 

to increase the reliability of responses more than ‘END form’ labelling in adult and 

adolescent populations (Alwin 2007; Borgers and Hox 2000; de Leeuw 2011; Dillman et al. 

2014; Menold et al. 2014; Moors et al. 2014). The results of Borges et al. (2003) 

experimental research (n: 91, 9-16 years old) also support the use of ‘ALL form’ labelling, 

identifying increases in stability of responses over time in children when using this format, 

especially for those > 10 years. Therefore, to enhance the reliability of responses in survey 

research with young adolescents, ‘ALL form’ labelling should be applied to response 

categories. 

 

Negative or positive wording 

Survey researchers often include the alternation of positively and negatively worded 

questions to reduce agreement bias in the respondents, thus enhancing the reliability of 

responses (Cronbach 1950; DeVellis 2016). Agreement bias refers to a respondent's 

tendency to agree with items, irrespective of their content (DeVellis 2016). However, it is 

advisable to avoid the use of negatively worded questions in surveys for children and young 

adolescents as it affects their decision making skills, and increases the cognitive burden and 

inconsistency in responses, resulting in lower response reliability (Borgers et al. 2000; 

Borgers and Hox 2000; Borgers et al. 2004; Colosi 2005; de Leeuw 2011).  Children, 

especially those with poorer reading skills, are less able to respond appropriately to negative 

items and this effect biases the interpretation of their responses (de Leeuw 2011; Marsh 

1986). When young adolescents are the target population, survey researchers should avoid 

utilizing negatively formulated questions.  

 

Survey layout and question sequence 

Having a good set of questions to ask the respondent does not guarantee success in 

conducting a survey. Attention to the survey layout is also necessary to achieve the goals of 



 

15 
 

the survey (De Vaus 2014; Robson 2011). An interesting and clear survey layout can 

increase the level of motivation and willingness to participate, thus minimizing satisficing 

techniques (De Vaus 2014). It is also important to keep the survey layout and design 

consistent as it will help the respondents process information throughout the survey more 

efficiently (Dillman and Smyth 2007). 

 

Survey researchers need to give special consideration to initial survey instructions, font and 

spacing to facilitate comprehension and interpretation of the survey (de Leeuw 2011). It has 

been shown that the number of words in the introductory text within a survey has a positive 

effect on the reliability of responses in survey research with children and young adolescents; 

the more words used in the introductory text, the more reliable the responses will be 

(Borgers and Hox 2000; 2001). Therefore, it is recommended to use a clear and extensive 

introductory text (words ~ 100) with simple short sentences when surveying children and 

young adolescents (Borgers and Hox 2000).  

 

The sequence of questions in a survey can also influence the quality of responses and 

requires consideration. The order of questions needs to be planned, mostly by considering 

the survey aims (Krosnick and Presser 2010). It is recommended to start the survey with 

questions which relate to the topic of the research and leave personal, demographic and 

classificatory questions to the end of survey as respondents may find them irritating or 

boring (Pole and Lampard 2013). In general, questions in a survey can either be ordered 

randomly or organized by topic. The purpose of randomizing is to minimize response bias 

because answers to later questions may be biased by the presentation of earlier questions 

(Krosnick and Presser 2010). Nevertheless, the completion of a survey consisting of 

randomized questions places more burden on participants as they need to go back and forth 

between different topics (Rea and Parker 2005). This can affect motivation, produce fatigue, 

and increase the likelihood of applying satisficing techniques, especially in young 
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adolescents (Bradburn et al. 2004; de Leeuw 2011; Krosnick and Presser 2010). It is 

recommended that survey questions have a logical flow, especially when the aim is to 

assess knowledge (Moser and Kalton 1985; Rea and Parker 2005). Grouping related 

questions can give survey questions a meaningful flow (Rea and Parker 2005) and help 

respondents to focus and concentrate on specific issues without distraction (Bradburn et al. 

2004; Dillman et al. 2014; Rea and Parker 2005). It is especially useful for young 

adolescents to facilitate their cognitive processing by specifying the meaning of a question 

more clearly, or making retrieval from memory easier, thus improving measurement (de 

Leeuw 2011; Krosnick and Presser 2010). Therefore, when considering survey structure for 

adolescent populations, it is advisable to group related questions together to provide optimal 

flow (De Vaus 2014; Dillman et al. 2014).   

 

When grouping related questions together, it is important to consider the conditioning effect 

of earlier questions (Dillman et al. 2014; Moser and Kalton 1985). In order to minimize 

question order bias in adult and adolescent populations, questions with the same topic 

should be arranged from broad questions to specific issues, using what is known as a ‘funnel 

sequence’ (Krosnick and Presser 2010; Moser and Kalton 1985; Seale 2004). In order to 

reduce the likelihood of successful guessing in questions with the same topic, several 

questions in different formats focusing on one specific issue should be asked (Bradburn et 

al. 2004). Additionally, in order for a survey to flow well, and for simplicity and clarity, it is 

better if response options of survey questions are kept consistent (Moser and Kalton 1985; 

Rea and Parker 2005).  

 

Grouping related questions with the same topic is optimal in survey research with children 

and young adolescents when measuring knowledge. However, attitude questions, especially 

those that ask for general attitude rating, are more susceptible to order effects (Bradburn et 

al. 2004; Schuman and Presser 1996). The question order effect may be greater in attitude 
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questions when there are related questions with different degrees of specificity. Questions 

that specify, limit or restrict the way that respondents think about a particular attitude aspect 

appear to affect the responses to the more general questions related to the attitude being 

measured (Bradburn et al. 2004). Therefore, survey researchers may prefer to randomly 

order the questions depending on the aim and purpose of their investigation. 

 

Pre-testing survey with target population 

Following guidelines for survey design can enhance survey reliability and validity, however, it 

is important to consider pre-testing a survey to maximize the success (Dillman and Smyth 

2007; Haeger et al. 2012; Krosnick and Presser 2010). It is recommended that survey 

researchers perform some formal evaluation (pre-testing) prior to administrating a survey to 

their target population to ensure its reliability and validity. The following sections incorporate 

some important and common pre-testing approaches that survey researches should 

undertake prior to administrating a survey.  

Face and content validity                                                        

One of the first steps in the area of survey development is to assess the face and content 

validity of the survey to make sure that the content assesses what it is supposed to (Bryman 

2012; De Vaus 2014; DeVellis 2016). Face validity is simply whether the survey appears (at 

face value) to measure what it claims to (DeVellis 2016). Content validity is the extent to 

which the items in a survey reflect or represent the content domain (e.g. the 

representativeness of the items) (DeVellis 2016; Lawshe 1975; Rossi et al. 2013).  

 

The face validity of a survey should be verified by a panel of subject experts to ensure the 

items appear to represent adequately the construct under investigation (DeVellis 2016). 

One-to-one interviews or a focus group can be conducted with a panel of subject experts to 

check the adequacy of the survey items in assessing the construct under investigation. Items 
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that are considered unsuitable (or irrelevant) and unclear for the purpose of investigation 

should then be discarded from the survey (Hardesty and Bearden 2004; Nevo 1985). 

Content validity assessment should be carried out with both a panel of subject experts and 

the target population. One way of establishing content validity involves a panel of subject 

experts considering the importance of individual items within a survey (Bryman 2012; De 

Vaus 2014; DeVellis 2016; Dillman et al. 2014). This can be established  using qualitative 

methods of data collection (e.g. consultation using one-to-one interviews or focus groups) or 

using quantitative methods to quantify content validity (Ayre and Scally 2014; DeVellis 

2016). A well-known method for quantifying content validity that can be utilized is the 

Lawshe (1975) method.  This involves a panel of subject experts rating each item in a survey 

into one of three categories: ‘essential,’ ‘useful, but not essential,’ or ‘not necessary.’ Items 

that are considered ‘essential’ by a critical number of panel members are then included 

within the survey, with items failing to achieve this critical level being discarded (Ayre and 

Scally 2014).  

 

In addition, the target population (in this case, young adolescents) should review survey 

items to assess their ease of understanding (de Leeuw 2011; DeVellis 2016; Vogt et al. 

2004). It is recommended to assess whether questions and response formats are 

understood consistently across respondents, and in the way intended by researchers 

(Collins 2003; Willis 2005). This approach is commonly cited as ‘cognitive interviewing’, 

which is one of the most prominent methods for identifying and correcting problems with 

survey questions, especially for improvements in surveys for young adolescents (Beatty and 

Willis 2007; Collins 2003; de Leeuw 2011; Dillman et al. 2014; Haeger et al. 2012; Presser et 

al. 2004; Willis 2005). It is recommended to conduct cognitive interviewing in a one-to-one 

interview or focus group discussions with members of the target population prior to 

conducting a survey (de Leeuw 2011; Norris et al. 2014; Presser et al. 2004). Two common 

interview techniques are recommended; think-aloud and verbal probing,  for more detailed 
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information, please refer to Beatty and Willis (2000), Haeger et al. (2012) Presser et al. 

(2004) and Willis (2005). 

 Item analysis  

An item analysis involves statistical analysis that can aid survey researchers to identify items 

that lack clarity or that may not be appropriate for, or discriminate between, respondents. 

This is particularly useful when assessing knowledge (Rattray and Jones 2007). The two 

most common analysis approaches that should be considered in item analysis are 

evaluation of item difficulty and item discrimination (Kline 2000; Quaigrain and Arhin 2017; 

Rattray and Jones 2007). Item difficulty is a measure of the percentage of respondents who 

have answered the item correctly (Kline 2000). High endorsement of a single item is 

problematic (Priest et al. 1995). Therefore, when > 80% or < 20% of respondents answer an 

item correctly, it is recommended that the item be removed (Kline, 2000). Item discrimination 

is the ability of an item to discriminate between respondents who do well, and those who do 

not (Rattray and Jones 2007). An item-total correlation cut-off of < 0.3 can be used to 

identify items with low discrimination ability, thus informing a decision to remove them 

(Ferketich 1991; Kline 2000).   

Reliability analysis 

Reliability refers to the internal consistency, repeatability, or stability of a survey (DeVellis 

2016; Rattray and Jones 2007). Two common methods for computing reliability are internal 

reliability and test-retest reliability (Bryman 2012). Internal consistency reliability is 

concerned with the homogeneity of the items within a scale and often assessed with 

Cronbach's coefficient alpha (DeVellis 2016). It is expected that all items correlate well with 

each other within a scale, and for items to be considered sufficiently reliable, Cronbach’s 

alpha values should be ≥ 0.70 (Bryman 2012; Kline 2000). Test-retest reliability can assess 

stability of a measure over time (Rattray and Jones 2007; Rossi et al. 2013). Published 

research has often used correlation (e.g. Pearson's correlation coefficients) for assessing 
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test-retest reliability (Tan et al. 2015). However, correlation is not a suitable method for 

establishing test-retest reliability due to the fact that agreement and association are two 

different concepts (Jakobsson and Westergren 2005). Accordingly, perfect association does 

not mean perfect agreement. In order to establish agreement for ordinal data, Weighted 

Kappa coefficient is probably the most useful method (Cohen 1968; Jakobsson and 

Westergren 2005; Tan et al. 2015). Cohen Kappa should be used for establishing test-retest 

agreement for binary categorical outcomes (Cohen 1960; Sim and Wright 2005). For 

numeric outcomes with two or more measurements Bland-Altman Limits of agreement and 

Intraclass Correlation can be used respectively (Bland and Altman 1986; Weir 2005). 

Construct Validity 

Construct validity relates to how well the items in the survey characterize and measure the 

underlying construct (Cronbach and Meehl 1955; DeVellis 2016). One approach to 

investigate construct validity of self-reporting scales is exploratory factor analysis that can be 

used to determine the domains or constructs within the developing measure (Rattray and 

Jones 2007; Williams et al. 2010). Another method to investigate construct validity is 

‘Known-Groups Validation’ (DeVellis 2016; Rossi et al. 2013). Known-groups validation 

typically involves demonstrating that a scale can differentiate across groups that theoretically 

are expected to be different, based on their scale scores (Cronbach and Meehl 1955; 

DeVellis 2016; Hattie and Cooksey 1984; Rossi et al. 2013). 

Mode of administration 

Because of its large impact on data quality, once a survey has been developed and 

evaluated a decision needs to be made on its mode of administration (Bowling 2005; 2014; 

Dillman 2006; Dillman et al. 2014). The most commonly used self-administration modes of 

collecting survey data are paper and pencil, and electronic (computer assisted). Young 

adolescents tend to use satisficing techniques when they find a survey uninteresting 

(Borgers et al. 2000). When conducting survey research, especially with young adolescents, 
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online administration is recommended as this mode is more attractive and it enhances 

motivation of respondents to complete the survey (Borgers et al. 2000; Dillman et al. 2014). 

This approach also helps to overcome issues related to adolescents increased sensitivity to 

peer pressure and group norms by providing a more private mode of administration (de 

Leeuw 2011; van Hattum and de Leeuw 1999).  

Research has demonstrated that in comparison with paper and pencil surveys, computer-

assisted surveys result in less item non-response and less socially desirable answers when 

surveying children and young adolescents, improving the reliability of responses (Borgers et 

al. 2003; van Hattum and de Leeuw 1999). In addition, the use of a computer can help to 

avoid some mistakes, such as involuntarily skipping a question, thus less non-response 

(Bowling 2005; Fargas-Malet et al. 2010; van Hattum and de Leeuw 1999; Dillman et al. 

2014). 

Limitations in survey development for adolescents’ research and suggestions for 

further research 

Data quality in survey research with adolescents is highly dependent on the characteristics 

and developmental stage of adolescents (Borgers et al. 2000). However, there are many 

more variables that are associated with the quality of survey data. In a large, longitudinal 

study with more than 18000 participants aged 10 to 15 years, Maveltova and Lynn (2017) 

identified lower data quality among young adolescents who live in households with lower 

socio-economic status compared to those in higher socio-economic status households. 

Additionally lower data quality was observed when parental expectations and parental 

engagement in education was low.  

Adolescents aged ≥ 11 have most skills needed to complete surveys with minimal errors 

related to developmental concerns (Arthur et al. 2017). However, not all children have the 

same opportunities, and even in privileged circumstances, children did not develop equally. 

Children in less privileged circumstances (lack of malnutrition, schooling, etc.) may develop 
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more slowly (de Leeuw 2011). It is important to consider all these variables when designing 

and analyzing adolescents survey data. Much remains to be learned about how different 

variables such as culture, religion, disability and ethnicity affect data quality in survey 

research with children and adolescents. Research in these areas is necessary to improve 

survey research quality with children and adolescents. 

Conclusion 

There are significant developmental differences between adolescents and adult populations. 

Therefore, adolescents’ characteristics should be taken into account in order to develop 

suitable surveys for this population. Through reviewing a wide range of literature in the area 

of survey development and applying satisficing theory and Piaget’s theory, a comprehensive 

and inclusive survey development guide for use with adolescents aged 11 to 16 years has 

been presented. It is hoped the guide will be useful (and make research less daunting) for 

those contemplating undertaking research requiring survey development. It is recommended 

that survey researchers give careful consideration to survey wording and length, and utilize a 

readability formula to ensure that survey length and wording is suitable for adolescents’ age, 

educational level, and decision making abilities. Closed-format questions are preferable to 

open-ended questions due to reduced cognitive demands associated with responding to 

them. Likert scales may be more developmentally appropriate for young adolescents, and, if 

utilizing ranking scales, a four-point fully labelled scale with no negative wording is optimal.  

Survey layout and sequence of questions should also be given careful consideration to 

achieve the goals of the survey research with young adolescents. Prior to administrating a 

survey to the target population, some formal evaluation should be conducted. It is important 

to establish the face, content and construct validity, as well as the internal and test-re test 

reliability of a survey, to ensure the survey accuracy and suitability for target population. 

Lastly, for adolescent populations online administration is the recommended mode of 

administration. It is envisaged that that these developmental science based 

recommendations will improve response quality in survey research with young adolescents. 
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Table 1: Key considerations for survey development for young adolescents 

 Question characteristics affect the reliability of responses in survey research with young adolescents. 

 Surveys for young adolescents should be developed considering their characteristics and developmental 
stages. 

 Optimal survey length for young adolescents is ~ 10 minutes.  

 A readability formula should be utilised to ensure the survey wording and length is suitable for young 
adolescents. 

 Most suitable closed format scale for young adolescents is a fully labelled Likert scale with four response 
options, preferably with no negative wording. 

 A clear introductory text around ~ 100 words should be provided when surveying children and young 
adolescents. 

 Grouping questions with the same topic together is the optimal question order for young adolescents. 

 Prior to administrating a survey to young adolescents, it should be formally pre-tested to ensure its 
reliability and validity. 

 Online surveys are more attractive for young adolescents and will enhance the response rate. 
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